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Abstract. We have implemented a conceptual software framework and a story-
based game that facilitates generation of rich and vivid narratives in vast geo-
graphical areas. An important design challenge in the emergent research area of 
pervasive gaming is to provide believable environments where game content is 
matched to the landscape in an evocative and persuasive way. More specificly, 
our game is designed to generate such an environment tailored to a journey as 
experienced from the backseat of a car. Therefore, it continuously references 
common geographical objects, such as houses, forests and churches, in the vi-
cinity within the story; it provides a sequential narrative that fit with the drive; 
it works over vast areas, and it is possible to interact with the game while look-
ing out of the windows.  

1   Introduction 

In recent years location based experiences and location based pervasive games, where 
a user’s bodily and spatial movement in the physical world is a key element, has in-
creasingly become a research focus. However available applications depend on either 
constant manual work to make the game fit into new geographical areas [5], [8], 
[10], [12], or lack location based experience beyond navigation support for chasing 
[2], [6], [9]. We argue that there is an issue of generating content if pervasive and 
location based games will scale up beyond the limited experimental setups, which has 
dominated research so far. 

In this paper we investigate enriching pervasive games by providing more narrated 
elements in the game, as well as scale the game environment through integration with 
increasingly available geographical information systems. Recent advancements within 
interactive storytelling are promising [1], [3] [7], [11], [13]. First, these engines can 
extend the scope of pervasive games, beyond simple chasing games, with more com-
plex interaction. Second, these engines could possibly handle the interaction as it  
occurs through the players movements through the landscape, as an addition to the 
more active choices pursued within the narrative experience. Furthermore, GIS data is 
becoming more widely available and accurate. Available map objects can be used for 
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reasons other than supporting navigation. They can be used to link the pervasive nar-
rative game with the surrounding environment. 

The prototype is designed to provide what we refer to as a “believable environ-
ment.” In particular we suggest four design characteristics to provide a persuasive 
inclusion of a journey [4] into a story based pervasive game. First, the story should 
refer to geographical objects with their everyday meaning. Second, the game needs to 
scale over vast areas. Third, the application should provide sequential storytelling to 
make it fit with the journey experience, and finally it should provide interaction sup-
port where players can engage in game play and interact with the narrative in various 
ways at the same time as they are looking out of the car window. In the following, we 
describe how these requirements have been implemented in the prototype. 

2   The System 

We have implemented a narrative based game, called Backseat Playground on a plat-
form consisting of a PDA; a gyro and a GPS receiver, and a server running on a lap 
top which connects to the game device over WiFI. The player acts as a manager for 
field agents. The technologies are utilized to unfold a crime story with supernatural 
twists, where the actual location of the car is of importance. The game characters 
reference geographical objects in the vicinity and the player investigates what is hap-
pening with the directional microphone and interact with other characters over the 
phone or the walkie-talkie.  

       

Fig. 1. System architecture    Fig. 2. Hardware 

2.1   User Interaction 

The user interaction is built around the idea of having a set of virtual devices, i.e. a 
mobile cell phone, a walkie talkie and a directional microphone. The cell phone and 
walkie-talkie both provides a means for the players to keep in contact with the game 
characters. Both devices use text to speech synthesizing with a number of voices, 
together with a sound effect system to generate natural incoming phone calls and 
walkie-talkie calls. The virtual user interface of each of the device is displayed on the 
pocket pc when the device is active. After a call an options menu can be displayed in 
order to let the user select between different action in response to the call.   
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The virtual directional microphone enables us to give the sound an actual location. 
The player tunes into sounds at different virtual locations by turning the microphone 
around. The direction of the sound is based on data from the direction sensors to-
gether with the GPS location. By monitoring the players’ use of the microphone the 
system will be able to determine which of the sounds the player is listening in to. It 
generally plays sound effects with local reference, e.g. birds, although it is sometimes 
used together with the text to speech system to let players listen into conversations.  

             

 Fig. 3. Server path prediction and journey events           Fig. 4. Children testing prototype 

2.2   Game Scripts, Narrative Logic and Game Event Manager 

The narrative logic is implemented as a set of story scripts, which each contain a 
separate part relating to the story world. Each story script contains a tree like struc-
ture. The actual path through the tree, i.e. the plot, depends on the player’s move-
ments and choices. The narrative logic further ascertains a well paced unfolding of the 
plot. For example, it keeps track of the tempo between events in the scripts. 

The game event manager handles the progression of the game and makes sure dif-
ferent parts of the story are triggered to ensure a meaningful unfolding, as well as an 
interesting pacing of the narrative. The game event manager first receives a list of 
roadside objects from the GIS module (see section below) and then asks each story 
script to rate their current priority to execute according to their perspective of the 
world. It receives each story scripts internal rating values, rated from 0-100%, and 
identifies the story script with the highest rate at that moment in time. If the rating is 
high enough it triggers the story script to proceed with its plot.  

2.3   GIS Module 

We use widely available GIS location data as a basis for the application allowing a 
fictitious world to be constructed around and within the physical environment. GIS 
mapping data includes layers of physical objects such as road networks, street signs, 
buildings and topographic features which can be linked to the game database.  The 
map is processed in a GIS server module in order to predict which objects will occur 
on the journey, as well as their order and pacing during the upcoming movement 
through the landscape. The map processing converts the two-dimensional GIS data 
into a linear series of geographical event that are interpreted by the game event  
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manager. These steps include prediction of player’s paths; extraction of visually 
available information and production of journey. 

Path prediction: The matching of the narrative to the surrounding geography is done 
with the calculi of a prediction about how far the car will move in the near future. The 
prediction is done based on available route options ahead of the vehicle i.e. in the 
current direction of the vehicle.  

The algorithm starts by searching for a road ahead of the current GPS location, by 
identifying one of the road boundaries. When a path is identified, the algorithm fol-
lows it forward until a junction is reached and the road branches. From there onwards, 
the two different road boundaries will be followed until another branching occurs etc. 
The algorithm will stop after either one of two threshold values is reached. These 
values are either reaching the maximum distance of the path from our current location 
(this value is set to 1000 meters in the implementation) or reaching the maximum 
number of branch levels of the path (this value is set to two). These values can be 
dynamically updated to adjust for speed, for example, to allow for a variable window 
of future events.  

The test implementation only provides data on the path to the first branch to the 
game event manager. However, the path prediction continuously occurs up to two 
branch levels ahead in the GIS module. This allows for quicker completion of upcom-
ing requested data to the game event manager. The algorithm depends on reliable GIS 
data. Failures will occur e.g. if a gap occurs in the road side boundaries. To reduce the 
effects of such problems, the path prediction algorithm will restart and begin a new 
search for a suitable road on encountering such an error. In the meantime, the system 
continues running non-location based events.   

Extraction of visually available information: GIS data contains point objects, line 
objects and area objects, which represents e.g. houses; roads; forests; elevation curves 
boundaries. The objects are sorted into different map layers, i.e. files in the data base 
and marked with different categories of the map supplier’s choice. In order to provide 
an experience where the visual geography has meaning in the narrative, as seen by the 
player, we need to select the objects available in the map layers that could possibly be 
seen from the road. Abstract objects, e.g. political borders, are not considered as use-
ful. However, some of visually available objects are only implicitly available in the 
map information. We then extract such objects e.g. intersections, by use of algorithms 
customized for that specific object.  

The process of selecting layers and processing map information for implicit infor-
mation is dependent on categories and layering provided by the map manufacturer. In 
this prototype we use map data from two different manufactures. Altogether we use 
about 50 different categories of objects and only one algorithm for implicit informa-
tion extraction.  

Mapping objects to journey experience: The next step is to combine predicted paths, 
with the extracted geographical objects, to generate what we define as a journey event 
list. A journey event is a prediction of an important visual event occurring along the 
path ahead involving a geographical object. In the current prototype we have so far 
define three different events i.e. passing right, passing left and crossing. Passing right 
is defined as the closest point where the distance to the object goes from decreasing to 
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increasing and the object is to the right of the car. Passing left is the same only with 
the object left of the car. Crossing is the point where the predicted path intersects with 
a map object. 

To further distinguish the visibility of the objects we also predict the distance and 
direction to it, as well as the frequency in which they appear. The assumption is that 
unique objects close by in the middle of your field of view are more visually impor-
tant than others.  

3   Conclusion 

The prototype implement has been tested in a performance test as well as an initial 
user test. Even if more comprehensive user tests are ongoing, the preliminary results 
demonstrated that the current implementation provides a game experience according 
to the concepts described. Thus, the system we designed and implemented meets the 
requirements defined to build what we refer to as a believable environment in perva-
sive gaming.  

First, it introduces and references to geographical objects with preserved everyday 
meaning in the story based game. The implementation manages to find GIS data in 
the vicinity and link that to stories, which were presented to the user. Second, a be-
lievable narrative environment should surround the location of the player. It follows 
that the data should be available along the whole road network and that it should have 
enough density to provide story experience almost anywhere. The implementation 
covers an area of around 35 square kilometers (around 41 000 inhabitants), which is 
per se much larger than other similar narrative environments. Furthermore, the con-
cept is easily scalable if more GIS data is added covering larger geographical areas. 
Third, the system should match the story to the journey experience, rather than fitting 
stories to individual locations, to create believable environments. The prototype gen-
erates story segments which both made sense in their temporal order as well as their 
referencing to locations in the story. Finally, the player should mix the interaction 
with the devices and with the physical surrounding to generate a coherent experience. 
The implemented user interaction is audio centric, where most of game and narrative 
features are presented as sounds. Additional interaction through movements is inte-
grated with audio in the form of a directional microphone. The intention has been to 
allow as much visual focus as possible on the landscape. However, for practical rea-
sons the response to the speech is designed as a selection of options from a list display 
on the screen, rather than as speech recognition.  

Future work will consists of a user evaluation and development of content.  We 
will also investigate the possibilities for user content creation to further improve be-
lievability of the environment. 
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